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Abstract We introduce an algorithm for declustering earthquake catalogs based on the nearest‐neighbor
analysis of seismicity. The algorithm discriminates between background and clustered events by random
thinning that removes events according to a space‐varying threshold. The threshold is estimated using
randomized‐reshuffled catalogs that are stationary, have independent space and time components, and
preserve the space distribution of the original catalog. Analysis of catalog produced by the Epidemic Type
Aftershock Sequence model demonstrates that the algorithm correctly classifies over 80% of background
and clustered events, correctly reconstructs the stationary and space‐dependent background intensity,
and shows high stability with respect to random realizations (over 75% of events have the same estimated type
in over 90% of random realizations). The declustering algorithm is applied to the global Northern California
Earthquake Data Center catalog withmagnitudesm≥ 4 during 2000–2015; a Southern California catalog with
m≥ 2.5, 3.5 during 1981–2017; an area around the 1992 Landers rupture zone withm≥ 0.0 during 1981–2015;
and the Parkfield segment of San Andreas fault withm ≥ 1.0 during 1984–2014. The null hypotheses of
stationarity and space‐time independence are not rejected by several tests applied to the estimated background
events of the global and Southern California catalogs with magnitude ranges Δm < 4. However, both
hypotheses are rejected for catalogs with larger range of magnitudes Δm> 4. The deviations from the nulls are
mainly due to local temporal fluctuations of seismicity and activity switching among subregions; they can be
traced back to the original catalogs and represent genuine features of background seismicity.

1. Introduction

Earthquakes are associated with various forms of clusters in space, time, and size that produce nonstationary
complex event patterns (e.g., Ben‐Zion, 2008, section 2, and references therein). Earthquake clustering is
manifestedmost clearly by aftershock sequences consisting of numerous smaller events (aftershocks) follow-
ing a larger earthquake (mainshock) in its space‐time proximity (e.g., Kisslinger, 1996; Omori, 1894;
Shcherbakov et al., 2005; Utsu & Ogata, 1995). Foreshocks are a related form of clustering involving pre-
mainshock events associated with smaller number and smaller areas than those for aftershocks (e.g.,
Ellsworth, 2019; Jones, 1985; Mignan, 2014; Ogata et al., 1995; Seif et al., 2019). Foreshocks‐mainshock‐
aftershock sequences are assumed to be related causally through triggering by dynamic, static, and
longer‐term postseismic stress‐transfer mechanisms (e.g., Ben‐Zion et al., 1993; Hill et al., 1993; King &
Cocco, 2001). An example of a prominent aftershock sequence of the 1992 m = 7.3 Landers earthquake in
Southern California is illustrated in Figure 1. Swarms are another general type of clustering involving a
group of neighboring earthquakes with comparable size; they are assumed to be associated with triggering
by aseismic deformation and/or migration of fluids (e.g., Hainzl, 2004; Hill, 1977; Lohman & McGuire,
2007; McGuire, 2019). Swarms occur generally in areas with elevated fluid‐temperature conditions and
low effective viscosity, whereas classical mainshock‐aftershock sequences tend to occur in relatively cold
high viscosity regions (Ben‐Zion & Lyakhovsky, 2006; Zaliapin & Ben‐Zion, 2016a). Oil and gas production,
exploration of geothermal energy, and other anthropogenic activities can also lead to and modify observed
forms of earthquake clustering (e.g., Ellsworth, 2013; Goebel & Brodsky, 2018; Martínez‐Garzón et al.,
2018; Schoenball et al., 2015).

In various problems, it is important to have declustered catalogs that do not include aftershocks, foreshocks,
swarms, and other clear forms of clustered seismicity. Examples include efforts to clarify basic aspects of
earthquake occurrence (e.g., Gardner & Knopoff, 1974); detection of tidal, seasonal, and climatic triggering
of seismicity (e.g., Amos et al., 2014; Cochran et al., 2004; Gao et al., 2000; Hammond et al., 2019; Johnson
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Figure 1. The aftershock sequence of Landers earthquake, 28 June 1992, m = 7.3. Catalog of Hauksson et al. (2012); 66,682 earthquakes with m ≥ 0.0. (a) Time‐
magnitude sequence. (b) Time‐latitude sequence. (c) Number of events in nonoverlapping time windows of 7 days. The aftershock sequence disturbs the entire
seismic field for decades, affecting its intensity and space distribution.
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et al., 2017, 2019); inversions of focal mechanisms for the background stress (e.g., Abolfathian et al., 2019;
Martínez‐Garzón et al., 2016); and seismic hazard estimates (e.g., Petersen et al., 2015, 2018). At present,
there is no physical criterion that can separate independent (background) earthquakes from dependent (trig-
gered) ones, and the desired form of a declustered catalog may depend on the application at hand. In some
cases, like stress inversions of focal mechanisms, it is useful to retain the largest number of background
events likely to be produced by the remote tectonic loading and remove triggered seismicity generated by
stress transfers between events. In other cases, like evaluating long‐range spatial seismic rates or
earthquake‐related rock damage, it may be useful to have a declustered version of the catalog with seismicity
rate following closely that of a stationary Poisson process.

The early method of earthquake declustering by Gardner and Knopoff (1974) involves removing (i.e., classify-
ing as clustered) all events that occur within a given space‐timemagnitude‐dependent window around another
earthquake. Several alternative window sizes were suggested in later studies (see van Stiphout et al., 2012, sec-
tion 5.1, for a summary). This basic method inspired several generations of researchers aiming to discriminate
between background and dependent earthquakes and quantify the degree of nonrandomness in the estimated
background events. Notably, Gardner and Knopoff (1974) hypothesized that events in a properly declustered
catalog follow a stationary Poisson process. Reasenberg (1985) proposed a more elaborate declustering algo-
rithm based on connecting events in clusters according to adaptive space‐time interaction zones and suggested
that both the space and time marginal components of a proper background field are Poissonian. These two
methods defined the paradigm of declustering (and related quality statistics) for decades and are still in com-
mon use (e.g., Petersen et al., 2018). Various later declustering methods have been developed using a range of
assumptions and techniques. The algorithms of Davis and Frohlich (1991), Molchan and Dmitrieva (1992),
Zhuang et al. (2002), Hainzl et al. (2006), Marsan and Lengline (2008), and Luen and Stark (2012) illustrate
the diverse approaches to the declustering problem. We refer to Molchan and Dmitrieva (1992) and van
Stiphout et al. (2012) for a historical and technical review of these and other declustering methods.

Luen and Stark (2012) revisited the problem of statistical analysis of declustered catalogs and suggested a sta-
tistical framework for testing the null hypothesis of a stationary Poisson process with independent space and
time components. They observed that “conclusions [regarding Poisson behavior of a declustered catalog]
depend on the declustering method, the catalogue, the magnitude range, and the statistical test.” In particular,
they showed (their Table 1) that declustered catalogs of Southern California with cutoff magnitudes mc =
3.8, 4.0 by the methods of Gardner and Knopoff (1974) with several sets of parameters and Reasenberg
(1985) produce inconclusive results according to more powerful statistical tests than those explored in the
classical works. In other words, it is not clear if the obtained background seismicity follows a stationary
Poisson field with independent space and time components even when using the same data, declustering
techniques, and parameters, as in the works of Gardner and Knopoff (1974) and Reasenberg (1985). The
declustering technique proposed in this work does not aim at producing a Poisson background (section 7);
at the same time, it successfully reconstructs a stationary Poisson background in a model with known back-
ground properties (section 6).

The problem of detecting earthquake clusters (which is different from although closely related to declustering)
was shown recently to be effectively addressed by a nearest‐neighbor analysis in space‐time‐magnitude domain
(Zaliapin et al., 2008; Zaliapin and Ben‐Zion, 2013a, 2013b, 2015, 2016a, 2016b). This cluster identification
methodology is effective in diverse settings, including tectonic seismicity (Gentili et al., 2017, 2019; Gu et al.,
2013; Kossobokov & Nekrasova, 2017; Moradpour et al., 2014; Peresan & Gentili, 2018; Reverso et al., 2015;
Ruhl et al., 2016; Trugman et al., 2017; Zaliapin et al., 2008; Zaliapin & Ben‐Zion, 2013a, 2013b, 2016a),
induced earthquakes (Goebel et al., 2019; Martínez‐Garzón et al., 2018; Schoenball et al., 2015; Schoenball &
Ellsworth, 2017; Teng & Baker, 2019; Vasylkivska &Huerta, 2017; Zaliapin & Ben‐Zion, 2016b), synthetic seis-
micity in Epidemic Type Aftershock Sequence (ETAS)models (Gu et al., 2013; Zaliapin et al., 2008; Zaliapin &
Ben‐Zion, 2013a), and laboratory rock fracture experiments (Davidsen et al., 2017).

In this study we develop an earthquake declustering technique based on the nearest‐neighbor earth-
quake approach. We adopt the testing methodology of Luen and Stark (2012) and consider additional
time and space‐time tests (section 5). When examining results based on our algorithm (section 6), the
null hypothesis of a stationary background field with independent space and time components cannot
be rejected for global seismicity with mc = 5.0 and for Southern California seismicity with mc = 3.5;
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the range of examined magnitudes in these catalogs is roughly Δm = 4. In contrast, the same null
hypothesis is strongly rejected when working with catalogs having lower cutoff magnitudes and hence
wider range of event sizes Δm > 4. The observed deviations from stationarity and space‐time indepen-
dence are attributed to intrinsic nonhomogeneities of the seismicity flow and are unlikely to be pure arti-
facts of the declustering method.

The developed declustering approach features (i) simple parameterization—it has only three easily estimated
parameters, (ii) weak sensitivity to parameter values and catalog uncertainties, and (iii) absence of ad hoc
assumptions about cluster model and properties of the declustered field. The same main features have facili-
tated the nearest‐neighbor approach for identification and analysis of earthquake clusters. The problem of
declustering addressed in this work is different from that of cluster identification, despite a clear relation
between the two. The principal difference is due to a substantial overlap between the spatiotemporal domains
of aftershock sequences and background events. Specifically, multiple background events are likely to occur
within the space‐time domains occupied by aftershock sequences and can be misclassified as clustered.
When the analysis focuses on properties of large clusters, this overlap has less impact because the number
of correctly identified clustered events within a large cluster is much larger than the number of misclassified
background events. In the declustering problem, however, missing even a small number of true background
events can visibly distort the result. We further discuss this issue in section 3. This problem is well known
and necessitates stochastic methods of declustering. For instance, Zhuang et al. (2002) estimated the probabil-
ity for each earthquake in an examined catalog to belong to the background, assuming that earthquake clus-
ters follow the ETAS model (Ogata, 1988, 1999, 2011). These background probabilities were then used to
generate independent random partitions of events into background and triggered populations. This approach
is based on a rigid assumption (ETAS model) regarding how earthquakes cluster; the success of the decluster-
ing is determined by the ability of the model to fit observations and ability of a user to correctly estimate multi-
ple model parameters. Marsan and Lengline (2008) expanded this stochastic declustering idea to an arbitrary
conditional intensity (i.e., arbitrary cluster model) that is parametrized by a piecewise constant function in
space‐time‐magnitude domain and can be estimated using the expectation‐minimization procedure.

The declustering algorithm proposed in the present study is also stochastic and uses random reshuffling and
thinning of the examined catalog. The main difference with respect to Zhuang et al. (2002) and Marsan and
Lengline (2008) is that these methods use an assumed cluster model (whose parameterization might be
known as in the ETAS approach or unknown a priori as in the latter study) and then remove estimated clus-
tered events. In contrast, our algorithm searches for deviations of the analyzed seismicity from a stationary
field having independent space and time marginal components, with the space marginal taken from the
observations. This eliminates the time‐consuming and potentially biasing cluster model estimation step
and naturally adapts to the observed fault network geometry and variability of local earthquake rates. The
algorithm uses the nearest‐neighbor proximities, taking advantage of their bimodal distribution (short for
clustered events and long for background) that has been documented in previous studies (see section 3
and supporting information Figure S8). An abnormally short proximity increases the probability for event
to belong to the cluster population. This approach expands possible forms of clustering aimed for detection
and removal. Also, it generically allows for different types of clusters (i.e., different forms of conditional
intensity) to exist at different times and space locations.

The reminder of the paper is organized as follows. Section 2 describes the earthquake catalogs used in the
study. The nearest‐neighbor earthquake proximity is reviewed in section 3. The proposed declustering algo-
rithm is introduced in section 4. Section 5 describes the statistical testing framework for quantifying devia-
tions of an estimated background field from stationarity and space‐time independence. Section 6 applies the
developed algorithm to synthetic seismicity of the ETAS model. This experiment allows us to compare the
true and estimated classification of events into background and clustered populations and illustrates the effi-
ciency of the proposed technique. The declustering algorithm is then applied to five observed catalogs in
section 7. The results are discussed the section 8.

2. Data

We analyze global seismicity, earthquakes in California, and a synthetic catalog produced by the ETAS
model. Table 1 summarizes information about the examined data.

10.1029/2018JB017120Journal of Geophysical Research: Solid Earth

ZALIAPIN AND BEN‐ZION 4 of 33



2.1. Global Seismicity

The global analysis is based on the catalog produced by the Northern California Earthquake Data Center
(NCEDC, 2016). We examine 22,694 events with magnitude m ≥ 5 for the period 2000–2015. We only con-
sider events with hypocentral depth less than 70 km. The depth reporting in NCEDC catalog is not accurate,
and about 60% of the events are assigned discrete depth values of 35, 33, 30, 10, or 5 km. Our analysis is based
on earthquake epicenters and is not affected by the depth uncertainties. The examined catalog contains two
events with m ≥ 9: Sumatra‐Andaman earthquake of 26 December 2004, m = 9.0 (Lay et al., 2005), and
Tohoku earthquake of 11 March 2011, m = 9.1 (Fujii et al., 2011). It also contains 17 earthquakes with m
≥ 8.0. Each of these large earthquakes has a significant aftershock sequence. Analysis of cluster properties
of m ≥ 4 event in the NCEDC global catalog has been done by Zaliapin and Ben‐Zion (2016a).

2.2. Seismicity of Southern California

In Southern California, we use the waveform‐relocated catalog of Hauksson et al. (2012); an extension of this
catalog to the interval 1981–2017 is available via the SCEC data center. The overall catalog completeness
magnitude is between 2 and 3 (Zaliapin & Ben‐Zion, 2013a) and may differ in space and time depending
on the quality of seismic network. We consider events of all depths but only work with epicenters since
the depths of earthquakes is generally less constrained than the horizontal locations. The examined catalog
includes three earthquakes with m ≥ 7: Landers earthquake of 28 June 1992, m = 7.3 (Hill et al., 1993);
HectorMine earthquake of 16 October 1999,m= 7.1 (Fialko et al., 2001); and El Mayor‐Cucapah earthquake
of 4 April 2010, m = 7.2 (Hauksson et al., 2011). We consider 43,633 events with m ≥ 2.5 and 4,125 events
with m ≥ 3.5. Nearest‐neighbor analyses of cluster properties of Southern California events in the
Hauksson et al. (2012) and two alternative catalogs were done by Zaliapin and Ben‐Zion (2013a, 2013b,
2015) and Gu et al. (2013).

2.3. Seismicity of Northern California

We analyze data in the Northern California relocated catalog of Waldhauser and Schaff (2008) and Schaff
and Waldhauser (2005) that covers the Parkfield segment of the San Andreas fault. We use an updated ver-
sion of the catalog for the period 1984–2010. The completeness magnitude in the examined region is about
mc = 2.5. The examined catalog includes one moderate event: the Parkfield earthquake of 28 September
2004, m = 6.0 (Langbein et al., 2005). We consider 8,648 events with m ≥ 1.0 and only use epicentral loca-
tions of the earthquakes.

2.4. Synthetic Seismicity

We work with an ETAS catalog from Gu et al. (2013). This catalog has been generated using spatially vari-
able background intensity and other parameters that closely fit those estimated for Southern California. The
model uses a triggering kernel that is a product of its marginal time and space components. The time com-
ponent decays in time according to the Omori‐Utsu power law (Utsu & Ogata, 1995). The space component
is isotropic and depends only on the distance r from the triggering event; for small r, it increases linearly with
r, while for large r, it decreases as r–1.6. A complete description of the model and the values of its parameters
can be found in Gu et al. (2013, section 3); the catalog is available in the auxiliary materials of that paper. The
smallest and largest magnitudes of the examined catalog arem = 2.5 andm = 7.33, respectively. The catalog

Table 1
Earthquake Catalogs Examined in the Study

Catalog
Time period

(duration, years)
Magnitude range
(mmax–mmin) No. events Intensity (events per daya) Reference Section Figures

ETAS 1–21.9 (20.9) 2.50–7. 33 (4.83) 26,986 3.54 Gu et al. (2013) 6 3–7
World 2000–2015 (15) 5.0–9.1 (4.1) 22,694 4.14 NCEDC (2016) 7.1 8 and 9
Southern California 1981–2017 (37) 2.5–7.3 (4.8) 43,633 3.23 Hauksson et al. (2012) 7.2 10 and 11
Southern California 1981–2017 (37) 3.5–7.3 (3.8) 4,125 0.31 Hauksson et al. (2012) 7.2 12 and 13
Landers 1981–2013 (33) 0.0–7.3 (7.3) 66,682 5.53 Hauksson et al. (2012) 7.3 14 and 15
Parkfield 1984–2010 (26) 1.0–6.0 (5.0) 8,648 0.91 Waldhauser and Schaff (2008) 7.4 16 and 17

aThis intensity estimation is obtained by dividing the total number of reported events by the time duration.

10.1029/2018JB017120Journal of Geophysical Research: Solid Earth

ZALIAPIN AND BEN‐ZION 5 of 33



has 26,986 events, including five events withm > 6. A nearest‐neighbor analysis of cluster properties of this
catalog was done by Gu et al. (2013).

3. Nearest‐Neighbor Proximity for Earthquakes

The key element of the proposed declustering algorithm (described in section 4) is the nearest‐neighbor
proximity between earthquakes in space‐time‐magnitude domain, which we review in this section. We refer
to Zaliapin and Ben‐Zion (2013a, 2015, 2016a) for comprehensive discussions of the proximity and respective
nearest‐neighbor cluster analyses of earthquakes.

Consider a catalog of earthquakes where each event i is characterized by its occurrence time ti, hypocenter
xi = (ϕi, λi, zi), and magnitude mi. The proximity of earthquake j to previous earthquake i is asymmetric in
time and is defined as (Baiesi & Paczuski, 2004; Zaliapin et al., 2008)

ηij ¼ tij rij
� �d

10−wmi ;

∞;

(
tij>0;

tij≤0:
(1)

Here, tij= tj− ti is the event intercurrence time, which is positive if event j occurred after event i; rij≥ 0 is the
spatial distance between the earthquake hypocenters (or epicenters); d is the fractal dimension of the hypo-
centers (or epicenters); and w is the parameter that introduces exponential weight of the earlier event i by its
magnitude. In cluster analyses, this parameter usually equals the b value of the Gutenberg‐Richter law that
approximates the observed number N(m) of events with magnitude above m:

log10N mð Þ ¼ a−bm; b≈1; m≥mc: (2)

In this study we work with epicenters of events. Intuitively, the earthquake proximity (1) is the expected
number of events “between” the examined pair of earthquakes in a stationary process with independent
space and time components (see Zaliapin & Ben‐Zion, 2016b, Equation (4), for technical details).

For each event j, we identify its unique nearest neighbor (parent) i based on the proximity of equation (1) and
denote the respective nearest‐neighbor proximity by ηj:

ηj ¼ min ηij; i<j
� �

: (3)

The event j is then called an offspring of i. According to this definition, each event (except the first in the
catalog) has a unique parent and may have multiple offspring. The space and time distances between event
j and its parent i normalized by the magnitude mi of the parent event are (Zaliapin et al., 2008)

Tij ¼ tij10
−qwmi ; Rij ¼ rij

� �d
10−pwmi ; qþ p ¼ 1; (4)

so logηij = logTij+logRij. Zaliapin et al. (2008) and Zaliapin and Ben‐Zion (2013a) demonstrated that a
Poisson marked field with stationary time component, uniform or inhomogeneous random space compo-
nent, and Gutenberg‐Richter magnitude distribution corresponds to a unimodal distribution of (log10 T,
log10 R) that is concentrated along a line log10 T + log10 R = const. On the other hand, observed seismicity
follows a bimodal distribution of (log10 T, log10 R). One of the observed modes is similar to that in a Poisson
field; it corresponds to background events. The other mode is located considerably closer in time and space to
the origin; it corresponds to clustered events. This bimodality has been documented in multiple regions and
on multiple scales (Gentili et al., 2017, 2019; Gu et al., 2013; Kossobokov & Nekrasova, 2017; Moradpour
et al., 2014; Peresan & Gentili, 2018; Ruhl et al., 2016; Schoenball et al., 2015; Trugman et al., 2017;
Vasylkivska & Huerta, 2017; Zaliapin & Ben‐Zion, 2013a, 2013b, 2016a, 2016b). The bimodality of observed
seismicity facilitates cluster detection and declustering.

Earthquake cluster analyses have been usually done with parameterw equal to the b value of the Gutenberg‐
Richter law, as defined by equation (2). With this choice, the multiplicative factor 10−wm in the proximity of
equation (1) increases the space‐time domain of potential offspring of large‐magnitude events, which is
necessary for correct identification of their aftershock sequences. To illustrate this, we define the
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attraction domain of a given earthquake i as the set of the space‐time locations (x,t) whose nearest‐neighbor
proximity of equation (1) to event i is less than that to all other events in the catalog. Figure 2 illustrates the
attraction domains of earthquakes in a synthetic catalog listed in Table 2. For visual convenience, the figure
only shows the parts of the attraction domains that satisfy the condition ηj < 10–2.75. The exponential
dependence of the attraction domain on the event magnitude (i.e., the 10−wm term) results in extremely
heterogeneous distribution of domain sizes. For example, the attraction domain of an earthquake with m
= 7.1, t = 1985 in Figure 2 occupies about a third of the examined space‐time area, while the attraction
domain of event m = 5.0, t = 2005 is so small that it is barely distinguishable in Figure 2.

The typical ratio of aftershock‐to‐background intensities is high within aftershock sequences. Hence, the
number of background events that occur within the attraction domain of a large event and are incorrectly
classified as aftershocks is small compared to the number of true aftershocks in this domain. Therefore,
this misclassification does not contaminate cluster detection and analyses. A detailed qualitative assess-
ment of this artifact was done in Zaliapin and Ben‐Zion (2013a) using synthetic and real catalogs. For
the declustering problem, however, mistakenly removing even a relatively small number of background
events can have an adverse effect on the overall result. As an example, the proportion of background
events with magnitude m ≥ 0.0 in the area around the Landers aftershock series (section 7.3 and
Figures 1 and 14) during the entire period (>30 years) covered by the catalog is only about 2% of the total
reported number (over 60 K) of events. Clearly, including these background events in the aftershock
sequence will not bias the aftershock cluster statistics. However, excluding these events from the back-
ground field can cause a notable deficiency in the declustered catalog. Specifically, this produces holes
(space‐time domains with no earthquakes), similar to those commonly produced by window declustering

techniques. The illustration of attraction domains in Figure 2 suggests
that this effect is particularly strong after large earthquakes (as is the
case for the Landers aftershock sequence). This motivates us to use w
= 0 in the declustering analysis introduced in the next section. The
proximity (1) calculated with w = 0 preserves the bimodality observed
for w = 1 while deflating the attraction domains of large earthquakes.
The combination of these properties is very useful for declustering.

4. Declustering Algorithm

The proposed declustering algorithm uses the earthquake nearest‐
neighbor proximity ηj of equations (1) and (3) to separate clustered and

Figure 2. Attraction domains in a synthetic catalog of Table 2. The figure shows (by different colors) the time‐latitude projections of attraction domains of
earthquakes from the synthetic catalog. The attraction domains are defined by the condition ηi < 10–2.75; the analysis parameters are d = 1.6 and w = 1. Notice
exponential dependence of the domain size on event magnitude, which would make the domains of events with magnitude below M5 unnoticeable on this scale.
The complex shape of the domain of M6.7, t = 1990 event is caused by the nearest‐neighbor proximity competition with the domain of an earlier M7.1 event.

Table 2
Synthetic Catalog Used to Illustrate Domain of Attraction in Figure 2

Time Latitude Longitude Magnitude

1985 34.0 −121.0 7.1
1990 33.5 −121.0 6.7
1995 35.0 −121.0 6.0
2000 33.5 −121.0 5.5
2005 34.0 −121.0 5.0
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background events. Roughly speaking, we think of events with small ηj (close to the parent) as clustered
and events with large ηj (far from the parent) as background. This coarse classification, which is used in
the cluster analysis (see references in section 1), is refined here to preserve spatially varying background
levels and reconstruct background events within the attraction domains of large earthquakes. The first goal
is achieved by randomized‐reshuffled catalog analysis and the second by random thinning.

4.1. Description of Declustering Algorithm

Consider a catalog of events

C0 ¼ ti; xi;mif g; i ¼ 1;…;N;

where each event is specified by its occurrence time ti, spatial coordinate xi (which can be either two‐ or
three‐dimensional), and magnitudemi. For each event i in the catalog, we define its nearest‐neighbor proxi-
mity ηi according to equations (1) and (3). We use w= 0 to reduce artifacts related to the overlap of the earth-
quakes' domain of attraction with background seismicity (see section 3 and Figure 2). The magnitude is
retained in the description of the algorithm, so it can be used with an arbitrary w if needed.

The proposed declustering is done in the following four steps:

Step 1. Identify the most clustered events. This step coincides with identification of clustered events used in
the nearest‐neighbor cluster analysis of seismicity (see Zaliapin & Ben‐Zion, 2013a, and other references in
section 3); it involves a single parameter η0. The proposed declustering methodology goes beyond this crude
assessment (see Steps 2–4), and hence, the final background intensity, estimated in Step 4, may not coincide
with the estimation of Step 1.

Step 2. Coarsely estimate the relative location‐specific background intensity at the location of each event i.
This step uses randomized‐reshuffled catalogs that exclude the most clustered events found in Step 1.

Step 3. Calculate the normalized nearest‐neighbor proximity αi for each event, by scaling the original
nearest‐neighbor proximity ηi according to the estimated background intensities of Step 2. Ideally, the nor-
malized proximity has the same distribution at all locations.

Step 4. Apply thinning (random removal) to the events of the original catalog with a thinning probability
that depends on the normalized proximity αi. The remaining events comprise the declustered catalog.
This step involves a single threshold parameter α0.

Next, we describe the details of each step.

Step 1. We observe that the spatial pattern of aftershocks follows closely the fault geometry of the largest
mainshocks. Therefore, it may not coincide with the spatial pattern of the background seismicity, which
is more distributed andmainly comprised of small‐to‐intermediate events. Accordingly, we exclude the most
clustered events (which are very likely aftershocks) from estimation of the location‐specific background
intensity levels. For that, we fix a cutoff proximity η0 and only consider events with the nearest‐neighbor
proximity ηi > η0. We denote by N0 the number of events in the original catalog that satisfy this condition.
Formally, we identify the sequence of N0 ≤ N indices i(1), … , i(N0) such that

i jð Þ : ηi jð Þ>η0
n o

; j ¼ 1;…;N0: (5)

Step 2. The estimation of the relative location‐specific background intensity is done using randomized‐
reshuffled catalog analysis. We use the events with indices i(1), … , i(N0) identified in Step 1 to generate M
randomized‐reshuffled catalogs

Ck ¼ uj; xi jð Þ;mi π jð Þð Þ
� �

; j ¼ 1;…;N0; k ¼ 1;…;M (6)

for a significantly large number M of uniform random permutations π on {1, … , N0}. The spatial locations
xi(j) of events in these catalogs are taken from the original catalog C0. The random times uj are drawn from
the uniform distribution on the time domain [min(ti), max(ti)] of the original catalog C0. Each randomized‐
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reshuffled catalog is composed of N0 events with a stationary Poisson time component and independent
space and time marginal distributions; each catalog preserves the spatial distribution of the events from
the original catalog that satisfy the condition ηi > η0.

Next, for every event i in the original catalog C0, we find its nearest‐neighbor proximity κk,i with respect to
the events from the kth randomized catalog Ck. These proximities comprise vector

ki ¼ κ1;i;…; κM;i
� �

; i ¼ 1;…;N:

The empirical distribution of components in the vector ki approximates the nearest‐neighbor proximity that
would be observed for event i in a catalog with no clustering. This distribution shifts to the right (higher
values) in regions with low background intensity and to the left (lower values) in regions with high
background intensity.

Step 3. Next, we normalize the proximities ηi (calculated using the original catalog) according to the location‐
specific intensity levels given by vectors ki. This allows us in Step 4 to apply a common thinning procedure to
regions with different background rates. To be less affected by data outliers, we consider the logarithmic
proximity log10[ηi] and correct it according to the estimated location‐specific background intensity
mean[log10(ki)]. Here the operator mean[z] denotes taking the sample average of the elements of vector z.
This defines the normalized proximity αi such that

log10 αi½ � ¼ log10 ηi½ �−mean log10 kið Þ½ �; i ¼ 1;…;N : (7)

The normalization (7) accounts for possible inhomogeneities of the spatial intensity of background events
that is quantified here by a space‐dependent distribution of ki.

Step 4. The normalized proximities αi are used to classify the events in the catalog C0 into background
and clustered. Intuitively, a background event can be defined as event with normalized proximity αi
above a threshold. This thresholding respects space‐varying background levels according to
the normalization (7). An explicit threshold procedure, however, may leave holes in the declustered catalog
in the vicinity of the largest events (the size of the holes increases with w, as discussed in section 3). To elim-
inate such holes, we add random thinning—another stochastic component of the algorithm. The goal of the
thinning is to retain some of the events with short normalized proximities. This simulates the occurrence of
background events that would have occurred within the space‐time domains currently occupied by after-
shock sequences and hence fills the holes associated with the overlap of the attraction domains and the
background field.

Formally, we define the probability Pback,i for event i to be identified as a background event:

Pback;i ¼ min αiA0; 1f g; (8)

where the constantA0 serves as a cluster threshold (or, formally speaking, inverse threshold). The number of
events recognized as background increases with A0. In the procedure defined by (8), events with large nor-
malized proximities, αi> 1/A0, are always recognized as background. The events with low normalized proxi-
mities αi < 1/A0 are randomly thinned; the probability to be identified as a background event (and hence to
be retained in a declustered catalog) equals αiA0. Below we work with logarithmic form of proximities,
log10[αi], and, accordingly, use the logarithmic threshold α0 = log10[A0].

In a numerical implementation, event i is identified as a background event if the following condition is
satisfied:

αiA0>Ui; (9)

whereUi is a set of independent identically distributed (i.i.d.) uniform random variables on the interval [0, 1].
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A theoretical motivation for the proposed algorithm, using distribution results for the nearest‐neighbor
proximity in a Poisson point field and general theory of thinning for point processes (Clements et al., 2012;
Daley & Vere‐Jones, 2003, 2008; Møller & Schoenberg, 2010; Schoenberg, 2003), is provided in the section
S1. In particular, we notice that the nearest‐neighbor proximities ηi in a Poisson process with no clustering
are well approximated byWeibull distribution with location‐specific mean. This corresponds to Gumbel dis-
tribution of log10ηi. The properties of Gumbel distribution justify the normalization (7) that removes the
dependence on spatial location, making the distribution of αi to be the same at all locations (given that the
initial catalog has no clusters). The existence of clusters inflates the left tail of the distribution of αi—this
heavy tail is removed by random thinning of Step 4. Section S1 also shows that the proposed thinning is a nat-
ural extension of process‐depending thinning in one dimension (Daley & Vere‐Jones, 2008) to a multidimen-
sional setting. Section S2 outlines the main steps in a numerical implementation of the algorithm.

The above declustering procedure can be slightly modified, to reflect the foreshock‐mainshock‐aftershock
representation of seismic sequences. Observe that the parent links (section 3) connect all events in the exam-
ined catalog into a spanning time‐oriented tree. By removing the parent links of the background events, we
partition the catalog into a set of clusters, each of which is represented by a time‐oriented tree that starts at a
background event (root). The declustered catalog discussed above retains the first event from every cluster.
This choice is natural when magnitude or time of events in a declustered catalog is ignored. This happens,
for example, in assessing homogeneity of the space‐time distribution of epicenters (magnitude is ignored)
or in estimating long‐term spatial intensity of background events (time and magnitude are ignored).
Alternatively, one can decide to keep the largest earthquake from every cluster. This approach ensures,
for instance, that the largest catalog events are treated as background. The differences between the space‐
time distributions of declustered events in these two approaches are minimal, since the space‐time separa-
tion between the first and the largest event in a cluster is typically small compared to separation between
clusters. The selection of a single event from each cluster (to be classified as background) depends on the pro-
blem at hand. The illustrations in this work show the first event in a cluster.

4.2. Parameters of Declustering Algorithm

The proposed algorithm has three numerical parameters: the fractal dimension of epicenters/hypocenters d
used in the proximity equation (1); the initial cutoff proximity η0 of Step 1, equation (5); and the cluster thresh-
old α0 of Step 4, equation (8). In general, it is possible to apply the algorithm with a nonzero value of w (an
exponential weight applied to parent magnitudes) in which case the number of parameters increases to four.
4.2.1. Parameters d and w of the Proximity
It has been shown in Zaliapin and Ben‐Zion (2013a) that the nearest‐neighbor analysis is very stable with
respect to d and w. This stability is inherited by the declustering algorithm. The fractal dimension of earth-
quake epicenters (hypocenters) is normally a fractional number within the interval [1, 2] ([2, 3]). We
recommend using a fractal dimension d estimated for the actual set of earthquakes being examined. In
the absence of such an estimation, we recommend using the midrange value d = 1.5 for epicenters and d
= 2.5 for hypocenters. The declustered catalogs with similar alternative values of d do not differ much.
We suggest using w = 0 for declustering for the reasons discussed in section 3. All results presented in this
paper are based on w = 0.
4.2.2. Initial Cutoff Threshold η0
The initial cutoff proximity threshold η0 is used in Step 1 to select events for a rough evaluation of the rela-
tive space‐dependent intensity of the background events (see equation (5)). Importantly, the only goal of
Steps 1 and 2 is to estimate the relative local intensity (i.e., the value of intensity up to a multiplicative con-
stant), not the absolute one, which is controlled by the cluster threshold α0 of Step 4. Ideally, the threshold
η0 should separate the intensity (in year–1 km–2) of background and clustered events. Accordingly, the
choice of η0 does not significantly affect the declustered catalog if this threshold is (i) large enough to elim-
inate prominent clusters that contain a large number of events and (ii) small enough to retain a sufficient
number of events in the low‐intensity regions. Given the focus on the relative background intensity, cutting
out a part of the background (when η0 is large) is less problematic that keeping large clusters (when η0 is
small). This implies that the value of η0 is mostly affected by the upper boundary of the intensity of clus-
tered events. At the same time, the threshold is not affected, in general, by the time duration or spatial
extent of the examined catalog.
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The declustering results become sensitive to the value of η0 if the catalog is dominated by aftershocks of a
very small number of mainshocks. An example is given in section 7.3 that examines the aftershock sequence
of the m = 7.3 Landers earthquake. Over 97% of the events in the examined catalog are aftershocks of the
Landers earthquake (according to any reasonable analysis), and using them to evaluate relative background
intensity may substantially affect the result. In this situation, the declustered catalog is more sensitive to the
initial threshold η0.

The analyses of sections 6 and 7 show that the value η0 = 10–1 works efficiently in the global catalog
with mc = 5.0; in Southern California with mc = 2.5 and 3.5, which corresponds to a tenfold difference
in the number of examined events; for the Landers aftershock sequence with mc = 0; and for the ETAS
model with parameters fitted for Southern California. In some cases, however, an alternative threshold
is needed; we illustrate this in the Parkfield segment of San Andreas fault where η0 = 10–2.5 works well
(section 7.4).

A data‐specific η0 threshold can be selected using the bimodality of the distribution of earthquake nearest‐
neighbor proximities ηi. An automated threshold selection can be performed using a Gaussian mixture
model (e.g., Zaliapin & Ben‐Zion, 2016a, Section 3.4).
4.2.3. Cluster Threshold α0
The declustering is most sensitive to the cluster threshold α0—this parameter directly controls the number of
background events in a declustered catalog. Importantly, the cluster threshold does not substantially affect
the relative spatial intensity of background events, which is primarily controlled by the threshold η0 of Step
1; it only affects the overall background intensity.

To suggest a reasonable range of values for α0, we notice that in a case of a Poisson time‐stationary and
space‐inhomogeneous catalog, the normalized logarithmic proximities log10[αi] are concentrated around
zero. Indeed, if one uses all events for reshuffling (i.e., η0 = 0), then the Poisson model is statistically
equivalent to its randomized‐reshuffled version. This implies, in particular, that E[log10(κk,i)] =
E[log10(ηi)] for an arbitrary realization k of reshuffling and any event index i. Here E[] denotes the
expected value with respect to the Poisson process. Applying now the expectation operator to equa-
tion (7), we find

E log10 αið Þ½ � ¼ E log10 ηið Þ½ �−E log10 κk;i
� �� 	 ¼ 0: (10)

Here we used the linearity of operators E[] and mean[]:

E mean log10 kið Þ½ �½ � ¼ mean E log10 kið Þ½ �½ � ¼ E log10 κk;i
� �� 	

for arbitrary k:

In agreement with this argument, all modeled and real catalogs examined in this work have the normalized
logarithmic proximities log10[αi] concentrated around zero. We therefore recommend, in a search for an
optimal declustered catalog, to explore α0 around zero. For example, one can start with –1 ≤ α0 ≤ 1 and
expand it if needed.

4.3. Possibility of a Nonstationary Declustered Field

The randomized‐reshuffled catalogs of Step 2, equation (6) in section 4.1, that are used to estimate local
background intensity are necessarily stationary in time. This, however, does not imply stationarity of the
declustered catalog. This is because application of an upper intensity threshold to seismicity at a given loca-
tion (Step 4 in section 4.1) does not imply a constant resulting intensity. To illustrate this, consider the fol-
lowing simple example. A cluster point process (no space and magnitude components) is composed of
background with intensity 1 event per day during the interval 0–10 years and intensity 2 events per day dur-
ing 10–20 years. In addition, a cluster follows each background event for 6 hr (1/4 of a day) with intensity 100
events per day; hence, each cluster consists of about 26 events (one mainshock and an average of 100/4 = 25
aftershocks). This process has a clear separation between the background and cluster intensities. Applying
an upper intensity threshold of, for example, 10 events per day removes (most of) the clustered events.
However, this threshold preserves the time‐varying background intensity. The same principle works in
the proposed algorithm—we remove clustered events while preserving the intensity of nonclustered ones,
which might be nonstationary. We demonstrate this effect with real data in section 7.
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5. Quantifying Spatiotemporal Fluctuations of a Declustered Catalog

The proposed algorithm of section 4 aims at eliminating events that occur abnormally close to their nearest
neighbors, hence suggesting causal dependence. The algorithm, however, does not have a goal of producing
a Poissonian declustered catalog (see section 4.3). Accordingly, the estimated background field may or may
not be stationary in time and may or may not have spatiotemporal‐dependent patterns. Any remaining
deviations from time‐stationary‐ and space‐time‐independent Poisson point field may provide information
about regional loading processes and are worth of further analysis. We use here two types of statistics
(and related tests) to quantify space‐time fluctuations in the declustered earthquake field. The first type is
aimed at testing the null hypothesis of a time‐stationary Poisson process; it only uses times of events and
ignores their spatial locations. The second type tests a more complex null hypothesis of independence
between space and time coordinates of events; it uses both times and locations of earthquakes. Using a col-
lection of complementary tests is important for objective assessment of declustering quality, especially in a
situation when we do not assume a particular model of background flow (see also Luen & Stark, 2012). In
this work we use five tests, three temporal tests, and two space‐time tests, which are described in the
next section.

5.1. Tests of Stationarity in Time

The tests and statistics considered in this section quantify deviations from a time‐stationary Poisson process.
Formally, we test the null hypothesisH0: The time sequence of events comes from a stationary Poisson process.
5.1.1. The Bridge Test
This test examines the deviation in the cumulative number of events from that expected in a stationary
Poisson process with the same total number of events. We start with a general setup. Consider a point pro-
cess P that describes the temporal history of seismicity in a given region. Let P(I) denote the number of events
that occurred within the time interval I. We focus on deviations of P(I) from its expected value E[P(I)]. For a
stationary Poisson process with intensity μ (events × year−1), the random variable P([0,t]) has the Poisson
distribution with parameter μt (events). Specifically, for any integer k ≥ 0, we have

Prob P 0; t½ �ð Þ ¼ k½ � ¼ exp −μtð Þ μtð Þk=k! (11)

Accordingly, the expected number of events within the interval [0, t] is given by a linear function with
slope μ:

E P 0; t½ �ð Þ½ � ¼ μt: (12)

The intensity μ is generally unknown. The Maximum Likelihood Estimation (MLE) for μ is given by the
observed rate of events in the interval [0, T]:

μMLE ¼ P 0;T½ �ð Þ=T ¼ N=T; (13)

where N = P([0,T]) is the total observed number of events. The bridge B(t) is defined as the deviations of the
process P from its estimatedmean, conditioned on the total numberN of events. Replacing μ in equation (12)
with μMLE of equation (13), we obtain

B tð Þ ¼ P 0; t½ �ð Þ−E P 0; t½ �ð Þ½ � ¼ P 0; t½ �ð Þ−Nt=T: (14)

By definition, B(0) = B(T) = 0 and E[B(t)] = 0 for any instant t in [0, T]. The variance of the bridge for a sta-
tionary Poisson process with N events within [0, T] is given by

Var B tð Þ½ � ¼ Nt T−tð Þ=T2: (15)

To remove the explicit dependence of the variance on the total number of events N and interval duration T,
we consider the normalized deviation of the process from its mean value:
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Δ tð Þ ¼ B tð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var B tð Þ½ �p : (16)

By construction, E[Δ(t)] = 0 and Var[Δ(t)] = 1 for any 0 < t < T. Moreover, by the Central Limit Theorem,
the distribution of Δ(t) approaches the standard Normal as N increases. This means, in particular, that a 95%
confidence interval for the values of Δ(t) for any 0 < t < T is [–1.96, 1.96]. The test statistic is the maximal
absolute deviation of the normalized bridge from zero, XB = max|Δ(t)|. The quantiles of the test statistic
(which are different from the quantiles of Δ(t) at any fixed t) are estimated by Monte‐Carlo simulations.
Although Δ(t) is asymptotically independent of T and N, we use simulations with the observed values of T
and N, to minimize finite sample size effects.
5.1.2. The Kolmogorov‐Smirnov Test
The Kolmogorov‐Smirnov (KS) test is used to check if a sample comes from a specified distribution by com-
paring the empirical cumulative distribution function with the theoretical one. In a stationary Poisson pro-
cess conditioned on the total number N of observed events, the event times ti, i = 1, … , N, are i.i.d. random
variables with the common uniform density on the observation interval [min (ti) = tmin, max (ti) = tmax].
Accordingly, the transformed times

ui ¼ ti−tmin

tmax−tmin
(17)

are i.i.d. uniform on [0,1]. The quantiles of the test statistic XKS, which is the maximal deviation between
the empirical and theoretical cumulative distribution functions, are computed by statistical software
packages.
5.1.3. The Brown‐Zhao (BZ) Test (Brown & Zhao, 2002)
This test is a ramification of the chi‐square test. Specifically, we partition the observation time interval into K
nonoverlapping segments of equal length and compute the number Nk, k = 1, … , K, of events within each

segment. Define Yk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Nk þ 3

8

q
and Y ¼ 1

K
∑K

k¼1Yk . The test statistic is

χ2BZ ¼ 4ΣK
k¼1 Yk−Y

� �2
: (18)

Under the stationary Poisson hypothesis, the test statistic is approximated by the chi‐square distribution
with K–1 degrees of freedom, which is used to compute the test p value.

The KS and BZ tests have been discussed by Luen and Stark (2012); we refer to this work for details of
their performance.

5.2. Tests of Space‐Time Independence

The tests and statistics considered in this section quantify deviations from a point field with independent
space and time intensity components, allowing both time and space marginal distributions to
be nonhomogeneous.
5.2.1. The Space‐Time (ST) Factorization Test
We test the null hypothesis of independence of the time and space marginal components of the point
field. Formally, the null assumes that the (conditional) intensity of the process allows space‐
time factorization:

H0 : Λ x; tð Þ ¼ Λspace xð Þ×Λtime tð Þ: (19)

The test statistic XST is defined using the respective estimated intensities bΛ x;tð Þ, bΛspace xð Þ, and bΛtime tð Þ:
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RST x; tð Þ ¼
bΛ x; tð ÞbΛspace xð ÞbΛtime tð Þ ;XST ¼ sup x;tð Þ RST x; tð Þf g: (20)

Informally, under the null hypothesis (19), the fraction RST is expected to assume values around unity. At
the same time, clustering increases the values of the process intensity Λ(x,t) with respect to the null expec-
tation (19). This leads to increased values of RST (well above unity). Such increased values are traced by the
test statistic XST. The significance of the test statistic is evaluated using the distribution of XST for reshuffled
catalogs of the form {xi, tπ(i)} for a significantly large collection of permutations π on {1, … , N}. The inten-
sities can be estimated using different approaches (which of course can affect the test performance). In this
work, we use a uniform density kernel smoothing, which means that the estimated density equals the pro-
portion of events that occur within a spatiotemporal vicinity of an examined point. For instance, the space‐
time intensity is estimated as

bΛ x; tð Þ ¼ 1
N

# xi; tið Þ : r xi; xð Þ<r0 and ti; tj j<τ0f g: (21)

Here r(x,y) denotes the spatial distance between points x and y; r0 and τ0 are the bandwidth parameters of
the algorithm. The space and time marginal intensities are estimated in a similar fashion, using only spatial
and temporal vicinity of an examined point, respectively. For computational efficiency, we only compute the
value of the test statistic at the locations of catalog events: {xi,ti}, i = 1, … , N.
5.2.2. The Luen‐Stark (LS) Test
This test, suggested by Luen and Stark (2012), is an adoption of a general test by Romano (1988, 1989) to the
seismicity setting; we refer to these works for computational and methodological details. The test aims at
checking if the times and space components of a process are independent. Formally, the test assesses the
conditional exchangeability of event times given event locations, which is a weaker condition than indepen-
dence (exchangeability follows from independence but not vice versa). The conditional exchangeability
means that, given event locations, the distribution of event times {t1, … , tN} is the same as the distribution
of permuted times {tπ(1), … , tπ(N)} for any permutation π of {1, … , N}. We consider the empirical distribution
P of the ST pairs {x,t} that assigns probabilityN–1 to each pair {xi,ti}, i= 1,… , N; the permutation distribution
Pπ that assigns probability N–1 to each pair {xi,tπ(i)}, i = 1, … , N for a permutation π on {1, … , N}; and the
independence distribution Pind that assigns probability N

−2 to each pair {xi,tj}, i,j = 1, … , N. The test statistic
XLS is defined as the maximal deviation between the independence and empirical distributions:

XLS Pð Þ ¼ supV P Vð Þ−Pind Vð Þj j; (22)

where the maximum is taken over all lower‐left quadrants of the form

V x0; t0ð Þ ¼ x; tð Þ ¼ φ; λ; tð Þ : φ≤φ0 and λ≤λ0 and t≤t0f g: (23)

The significance of the test statistic is evaluated numerically using the distribution of XLS (Pπ) for a suffi-
ciently large collection of permutations π on {1, … , N}. See Luen and Stark (2012) for further detail.

In the following sections we apply the declustering algorithm of section 4 and tests of section 5 to selected
synthetic and real catalogs. Table 3 summarizes the values of used parameters and key information about
the declustered catalogs.

6. Analysis of Epidemic Type Aftershock Sequence (ETAS) Model

The ETAS modeling framework introduced by Ogata (1988, 1999) is an efficient way to simulate earthquake
flow (e.g., Field, 2007; Field et al., 2017; Harte, 2012; Helmstetter et al., 2006; Helmstetter & Sornette, 2002;
Lippiello et al., 2014; Ogata, 2011). An ETAS model generates a marked point field by a self‐exciting cluster-
ing mechanism. Specifically, background events occur according to a time‐stationary space‐inhomogeneous
Poisson process with independent space and time components. Each background event generates offspring
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(first generation events) according to a fixed ST kernel, these offspring generate their own offspring (second
generation events) according to the same kernel and so on. The number of directly triggered events increases
exponentially with event magnitude. The resulting seismic flow is a compound of background and triggered
events from all generations. The main body of the work on ETAS operates under the assumption that the
magnitudes of events (background and triggered) are independent and drawn from the Gutenberg‐Richter
(exponential) distribution (2) with a constant b value.

6.1. Examined Catalog

We work here with the ETAS catalog from Gu et al. (2013). The complete catalog spans a square spatial
region of size 600 × 600 km and time interval of 8,000 days (21.9 years). We follow Gu et al. (2013) and
remove the first 365 days from our analysis—this initial period is subject to simulation artifacts. The result-
ing catalog examined in this study includes 26,986 events, with 7,706 (28.5%) background events. The tem-
poral history of the examined sequence of events is shown in Figure 3a. The catalog has 12 events with
magnitude m > 5.5, each of which is associated with a clearly visible aftershock sequence. There are also
other aftershock clusters related to smaller mainshocks. The space distribution of events in the original cat-
alog is shown in Figure 4a. Figures 3a and 4a illustrate substantial variations of the event spatial intensity,
with prominent increases around the locations of the largest events (marked by red circles). Figure 4b shows
the space distribution of true background events; their geometry mimics that of the Southern California fault
network. The information about the true background and triggered events available in the ETAS catalog
allows us to perform a detailed assessment of declustering.

6.2. Initial Assessment of Declustering

A declustered catalog (a particular stochastic realization of thinning) that corresponds to α0 = 0.1 is illu-
strated in Figures 3b and 4c. We begin with a visual examination of the results. The space distribution of
the estimated background events closely approximates the space distribution of the true background (cf.
Figures 4b and 4c), with all major concentration areas, as well as low‐intensity regions, being correctly iden-
tified. At the same time, some notable discrepancies are also present. One immediately visible deviation of
the estimated background field from the true one is the existence of multiple estimated background events
(Figure 4c) in the regions of low‐to‐zero intensity of the true background (Figure 4b). One such region, for
instance, is located in the bottom left corner of the examined field (x + y < 300 km) in Figure 4b. This mis-
identification of triggered events as background is related to high spatiotemporal separation between the
triggering events and some of their offspring in the ETAS model.

6.3. Stability of Declustering

Here we illustrate stability of declustering with respect to random realizations of the declustered catalog. The
proposed declustering algorithm has a single “stiff” parameter—the cluster threshold α0. The experiment of

Table 3
Parameters of Declustering Used in This Study and Selected Properties of Declustered Catalogs

Catalog
Epicentral

dimension (d)
Proximity
cutoff (η0)

Cluster
threshold

(α0)

Declustering results

pbg

Median p valuea

KS BZ10 Bridge LS

ETAS 1.6 10–1 0 0.26 ± 0.003 0.52 0.55 0.75 0.43
World 1.3 10–1 –0.6 0.22 ± 0.004 0.41 0.34 0.74 0.62

0 0.43 ± 0.003 <10–4 <10–4 0.015 0.015
Southern California, m ≥ 2.5 1.6 10–1 –0.8 0.05 ± 0.002 0.05 0.02 0.21 0.3

0 0.20 ± 0.002 <10–4 <10–4 0.005 <10–4

Southern California, m ≥ 3.5 1.6 10–1 0 0.26 ± 0.006 0.47 0.83 0.49 0.05
Landers 1.6 10–1 0 0.018 ± 0.001 10–4 0.008 0.05 0.14
Parkfield 1.3 10–2.5 –0.3 0.16 ± 0.005 0.15 0.002 0.23 0.18

0 0.25 ± 0.005 <10–4 <10–4 0.03 0.15

Note. pbg = average proportion of background events and respective 95% prediction interval (not error of the mean) in 10,000 independent realizations of
declustering.
aAccording to 500 independent realizations of declustering, additional information about the distribution of p value is given in Figures 7, 9, 11, 13, 15, and 17.
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this section uses 10,000 independent realizations of declustering at every examined value of the
cluster threshold within the interval [–1, 1]. The other parameters are fixed at d = 1.6 and η0 = 10–1 (see
Table 3).

Figure 5a shows the histogram of the empirical probabilities (proportions out of 10,000 trials) for a
given event in the original catalog to be identified as a background event in declustering with cluster
threshold α0 = 1. For example, if a selected event is identified as background in every realization out
of 10,000, this empirical probability equals 1; if the event is always identified as clustered, it is equal

Figure 3. Declustering results for ETAS catalog of Gu et al. (2013). The x coordinate of events versus time. (a) Complete catalog, 26,986 events. The 12 largest events
withm > 5.5 are shown by red circles. (b) Declustered catalog, a particular stochastic realization with α0 = 0.1. The declustered catalog consists of 7,771 events. The
actual number of background events is 7,706.
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to 0; and so on. The histogram (blue bars) is prominently concen-
trated around the values 0 and 1, indicating that the majority of
events are consistently identified either as background or cluster
in most of the random realizations. The inset in panel (a) shows
the proportion of events in the original catalog that have the same
estimated type (background or cluster) in at least Q% of the ran-
dom realizations (out of 10,000), as a function of cluster thresh-
old α0. This analysis confirms stability of event type
identification: Over 65% (85%) of events in the original catalog
have the same estimated type for all examined cluster thresholds
in over 95% (75%) of random realizations.

Figure 5b shows the proportion of estimated background events
(solid line) at different threshold values. The true proportion of
28.5% is depicted by the dashed horizontal line. The error bars
show a 95% prediction interval for the estimated background pro-
portions (not the error of the mean, which would be much nar-
rower) observed in 10,000 independent realizations of random
declustering at each value of α0. This analysis shows that the esti-
mated proportion (and hence the number) of background events is
a very stable quantity for a given value of the cluster threshold.
For instance, at α0 = 0.1, the stochastic variability of background
proportion with respect to random realizations (measured as the
width of the 95% prediction interval) amounts to 2% of the average
value. This analysis also shows that the choice of threshold α0 =
0.1 used in section 6.2 corresponds to a close approximation of
the true proportion of background events.

6.4. Quantitative Assessment of Declustering Quality

By definition of the ETAS model, its space and time marginal compo-
nents are independent, and the time component of the true back-
ground field is a stationary Poisson process. Accordingly, if a
declustering produces an estimated background field close enough
to the true one, each of the tests discussed in section 5 should not
reject its respective null hypothesis. We apply the BZ tests with K =
10 and K = 100 bins, which results in six tests total; this includes four
tests in time domain (KS, BZ10, BZ100, and Bridge) and two space‐
time tests (LS and ST).

Figure 6 shows the test p values as a function of the threshold –1
≤ α0 ≤ 1, for a single stochastic realization of the declustering at
each α0. Recall that the number of estimated background events
increases with α0 (see Figure 5b). In this experiment, we use the
ST test with space bandwidth r0 = 100 km and time bandwidth
τ0 = 3 years. None of the six tests rejects the null (p values are
above 0.05) for small thresholds α0 ≤ 0.1. For α0 ≥ 0.2, the KS
and both versions of the BZ tests reject the null (p values less than
0.05). The bridge test also shows a steady drop of its p values at α0
≥ 0.2, although it decreases under the level 0.05 (and hence for-
mally rejects the null) only at α0 ≥ 0.4. Both ST tests (LS and
ST) do not reject the null until very high values of the threshold,
α0 ≥ 0.9. The results suggest that the estimated background field is
not distinguishable from a stationary Poisson process for α0 ≤ 0.1
(at least, according to the tests used here). For larger values of the
threshold, there appear significant temporal fluctuations, whose

Figure 4. Declustering results for ETAS catalog of Gu et al. (2013). Spatial distri-
bution of events. (a) Complete catalog, 26,986 events. The largest events withm >
5.5 are shown by red circles. (b) True background events, N = 7,706. (c)
Declustered catalog, a particular stochastic realization with α0 = 0.1. The catalog
consists of 7,771 events.
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magnitude increases with α0 (this is suggested by the decreasing p
values). At the same time, the estimated field has independent
space and time marginal components even when its time compo-
nent is nonstationary (0.2 ≤ α0 ≤ 0.8). Finally, for large values
of the threshold (α0 ≥ 0.8), the estimated background field is
neither stationary in time nor it has independent space and time
components. The transition from stationary to nonstationary beha-
vior occurs at α0 = 0.1, which is the parameter value used in the
analyses of section 6.2 (Figures 3 and 4). This value gives a very
close match between the predicted and actual number of back-
ground events (Figure 5b). This might suggest a threshold selec-
tion strategy if one expects the background field to be stationary
(or space‐time independent): select the largest threshold value at
which the set of examined tests, after using a suitable multiple test
correction, does not rejects the null.

A more systematic analysis that considers stochastic variability of
a declustered field is presented in Figure 7. Here we apply the
tests discussed in section 5 to 500 independent stochastic realiza-
tions of declustering at each value of the cluster threshold α0.
The figure shows the empirical quantiles (2.5%, median, and
97.5%) of the resulting p values for selected tests. We notice that
the results for a single declustering (Figure 6) closely match those
for a large number of independent realizations (Figure 7). This
indicates that the space‐time patterns of declustered catalogs are
stable and largely independent of a particular thinning realization,
confirming the observations in section 6.3. The nominal quantiles
in all examined cases deviate from the estimated ones, even when
the null is not rejected. For example, the nominal median for the
KS test in Figure 7a at small values of α0 corresponds to p value of
about 0.6; the same discrepancy is observed in other tests. This
effect is expected. The estimated quantiles should (asymptotically)
match the nominal ones if independent point fields are being
tested (more specifically, if the test statistics calculated under the
null hypothesis are independent). In our case, however, indepen-
dent realizations of declustering do not result in independent point
fields, since most estimated background events are the same in
multiple stochastic realizations, as illustrated in section 6.3
(Figure 5).

The proportions of correct identifications are largely independent of the event magnitude. This is illu-
strated in Figure S1 that shows proportions of correctly identified events of different types in analysis
of earthquakes with m ≥ mmin. In this experiment, the declustering is done 10,000 times at every value
of mmin with α0 = 0.1 for the entire catalog. The proportions are computed then for different
magnitude selections. The proportion of correctly identified triggered events (middle green line in
Figure S1), with respect to the true triggered events, is almost constant and close to 87%. The proportion
of correctly identified background events (bottom red line in Figure S1) with respect to the true back-
ground events is close to 70%. These proportions are stable and observed for all examined magnitude
ranges. Despite imperfect identification of the true triggered and background events, the total number
of estimated background events closely matches the true value (top blue line in Figure S1), which is con-
sistent with Figure 5b. This happens because some true triggered events have been identified as back-
ground and replaced the 100% − 70% = 30% of true background events incorrectly identified as triggered.

Table 4 summarizes the cross‐classification of events of different types in 10,000 realizations of stochas-
tic declustering. As before, we notice high stability of results with respect to the random realizations.

Figure 5. Declustering results for ETAS catalog of Gu et al. (2013). Stability of
declustering. The analysis is done for 10,000 independent realizations of a
declustered catalog for each value of cluster threshold α0. (a) The main figure
shows histogram of the empirical probability for a given earthquake to be
identified as a background event (and hence included in the declustered catalog).
The cluster threshold α0 = 0.1. The inset shows the proportion of events in the
original catalog that have the same estimated type (background or triggered) in at
least Q% of the declustering realizations out of 10,000, as a function of α0. (b)
The average (solid line) and 95% prediction interval (not the error of the mean) for
the estimated proportion of background events as a function of the cluster
threshold α0. Dashed line shows the actual proportion (28.5%) of background
events. The panel summarizes the results for 210,000 stochastic realizations of the
declustered catalog.
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We also note the approximate equality (about 9%)
of misclassifications of both types; this is a necessary condition
for the total number of estimated background events to match
the true number. The proportions in Table 2 do not match those
in Figure S1; this is because Table 2 lists proportions with respect-
to the total number of events in the catalog (the sum of all cells is
100%), while Figure S1 refers to proportions with respect to the
total true number of events of a given type (triggered
or background).

Figure S2 shows the proportion of correctly identified triggered
(solid) and background (dashed) events depending on their proxi-
mity to the true parent or the nearest neighbor, respectively. The
analysis refers to a single realization of stochastic declustering.
For triggered events, the identification quality is almost perfect if
event is close to its parent, log10η < –2. The identification quality
deteriorates almost linearly with log10η, reaching the minimal
value of 30% for log10η = 5. For background events, the identifica-
tion quality is almost perfect if no event occurred closer than

log10η = 1. The quality rapidly deteriorates for background events with closer nearest neighbors,
because the existence of such close neighbors increases the probability for an event to be identified
as triggered.

7. Analysis of Observed Seismicity

We now apply the declustering method of section 4 to selected observed catalogs. This illustrates the
analysis in situations where we do not know the true event types (triggered vs. background) and cannot
assume that the declustered field should be stationary. The descriptions of the examined data sets are
given in section 2 and summarized in Table 1; the parameters and results of declustering are summar-
ized in Table 3.

7.1. Global Seismicity

We analyze 22,694 earthquakes from the global NCEDC (2016) catalog during 2000–2015. Figures 8a
and 8c show the map view and time‐latitude sequence of the examined catalog, respectively. The catalog
includes 19 earthquakes with m ≥ 8.0. The minimal examined magnitude is mmin = 5. This means that
the catalog includes 19 sequences with at least three units of reported magnitudes below that of the
mainshock. The Bath law (Båth, 1965; Shcherbakov & Turcotte, 2004; Vere‐Jones, 1969) predicts that
the largest aftershock magnitude is about one unit below the magnitude of the mainshock. Using this
and the Gutenberg‐Richter law for aftershocks with b ≈ 1, we expect to have over 100 aftershocks for
each of these large events. Moreover, the two largest earthquakes with m ≥ 9.0 should have aftershocks
sequences with at least 1,000 events each. Of course, smaller earthquakes also have their (generally
smaller) aftershock sequences. The time‐latitude sequence (Figure 8c) illustrates various forms of event
clustering; this includes aftershock sequences, spatially varying earthquake intensity, and possible fluc-
tuations of intensity and clustering at a fixed spatial location.

An example of a declustered catalog with α0 = −0.5 is shown in Figures 8b and 8d. This catalog contains
5,676 events, which is 25% of the original events. The declustered catalog preserves (at least coarsely) spatial
fluctuations of the original earthquake field and removes obvious clusters that are visually apparent in
Figure 8c.

Figure S3 illustrates high stability of the declustering results with respect to 10,000 random realizations
of the algorithm at different values of the cluster threshold −1 ≤ α0 ≤ 1. For example, over 60% of
events have the same estimated type in more than 90% of declustering realizations at any value of
the threshold α0. The proportions of estimated background events for a given value of cluster threshold
α0 are also very stable, with stochastic fluctuations of approximately 2% of the mean value. The number

Figure 6. Declustering results for ETAS catalog of Gu et al. (2013). Testing
hypothesis about stationarity and space‐time independence of the estimated
background field (see section 5). The test p values as a function of the cluster
threshold α0. The analysis uses a single stochastic realization of declustering for
each value of α0. The legend shows the abbreviated test names, as defined in
section 5.
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of estimated background events varies between 10% and 60% for clus-
ter threshold α0 increasing between −1 and 1.

Figure 9 summarizes the results of statistical testing for stationarity
(panels a–c) and space‐time independence (panel d) of declustered cat-
alog. Both nulls cannot be rejected by any of the examined tests for
small cluster thresholds α0 < –0.5, which correspond to less than
25% of estimated background events. Both nulls are rejected for larger
threshold values that correspond to over 40% of estimated
background events.

7.2. Southern California

The relocated catalog of seismicity in Southern California by Hauksson
et al. (2012) is arguably the best regional earthquake catalog. It has unpre-
cedented combination of quality of earthquake locations, spatiotemporal
span, and range of reported magnitudes. We examine two versions of this
catalog with different cutoff magnitudes.

The first analysis involves 43,633 events with m ≥ 2.5. The original
catalog (Figures 10a and 10c) shows multiple forms of clustering,
including aftershock sequences (e.g., sequences of the largest events
with m ≥ 7.0 marked by red circles), swarm activity (e.g., a large
swarm‐type cluster at latitude ϕ ≈ 33°N during 1987–1990), and varia-
tions of seismic intensity at a given location (e.g., visible intensity gaps
at latitudes ϕ > 36°N during 2000–2006 and after 2015). Each of the
three largest events in the catalog (see section 2 for details) with m
> 7.0 is associated with a clearly visible aftershock sequence.
Assuming the Bath and Gutenberg‐Richter laws (as was done in
section 7.1), one expects to have over 3,000 aftershocks in each
sequence and over 10,000 aftershocks in the three sequences, which
comprises over 20% of the examined events. A declustered catalog
(Figures 10b and 10d) removes the aftershock and swarm clusters
while preserving the overall spatial fluctuations of activity (e.g., seismi-
city at latitude ϕ ≈ 34°N is more intense than at latitude ϕ ≈ 35°N)
and the abovementioned fluctuations of activity at specific locations.
The stability analysis of declustering is illustrated in Figure S4.

The stationarity and space‐time independence tests are summarized in
Figure 11. As one might expect, the temporal variations of the original
earthquake field not related to aftershocks or swarms (Figure 10c)
should result in rejecting the stationarity null. This is confirmed by a
formal analysis—all examined time tests reject the stationarity null
for α0 > –0.5, which correspond to more than 10% of estimated back-
ground events. The space‐time LS test rejects the space‐time indepen-
dence null for α0 > –0.4. This is different from what we observed in
the analysis of ETAS data (Figures 6 and 7) and the global catalog
(Figure 9), where the space‐time tests were more liberal than the time
tests. This observation is explained by varying intensity of estimated
background events, most easily seen in the southmost (latitude ϕ <
32°N) and northmost (latitude ϕ > 35°N) regions of the declustered
catalog (Figure 10d). A visual inspection of the original catalog
(Figure 10c) suggests that these fluctuations are not declustering arti-
facts and are present also in the original catalog. Specifically, (i) a
notable activity in the south in the original catalog only appears after
2010 (possibly being related to change of activity caused by the El
Mayor‐Cucapah earthquake and/or change in the network

Figure 7. Declustering results for ETAS catalog of Gu et al. (2013). Testing
hypothesis about stationarity and space‐time independence of the esti-
mated background field (see section 5). Empirical quantiles (97.5%, median,
and 2.5%) for the distribution of p values obtained in 500 independent sto-
chastic realizations of declustering at each value of α0. Each panel sum-
marizes the results of 10,500 individual tests. The y axis is rescaled to
emphasize the behavior at low p values. (a) Kolmogorov‐Smirnov test, (b)
Brown‐Zhao test with K=10, (c) Bridge test, (d) Luen‐Stark test.

Table 4
Event Identification Quality in ETAS Catalog of Gu et al. (2013)

True

Triggered Background

Estimated Triggered 62.5% ± 0.002% 8.7% ± 0.002%
Background 8.9% ± 0.002% 19.8% ± 0.002%

Note. The results correspond to 10,000 realizations of stochastic decluster-
ing with α0 = 0.1. The margins of error indicate a 95% prediction interval
(not error of the mean).
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configuration), and (ii) the regions of low intensity in the northern part of the declustered catalog (e.g.,
area with latitude ϕ > 35°N during 2000–2006) correspond to low‐intensity regions in the original
catalog. These fluctuations of seismic intensity in selected regions might be not large enough to cause
significant deviations in the temporal analysis (e.g., in KS test) but are readily seen in a space‐time
analysis (e.g., in LS test).

The second analysis in Southern California is done on 4,125 events with m ≥ 3.5. This magnitude is
arguably above the completeness threshold for the entire space‐time domain of the catalog. The

Figure 8. Declustering results in the global NCEDC catalog,m ≥ 5. Cluster threshold α0 = – 0.5. Red circle marks the earthquakes withm > 8. (a) Original catalog,
map view. (b) Declustered catalog, map view. (c) Original catalog, time‐latitude sequence. (d) Declustered catalog, time‐latitude sequence.
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original catalog is illustrated in Figures 12a and 12c. A declustered
version of the catalog with cluster threshold α0 = 0.6 (Figures 12b
and 12d) does not include the most obvious aftershocks sequences
(at least visually). The stationarity and space‐time independence
testing results are illustrated in Figure 13. Notably, each of exam-
ined time tests do not reject the stationarity null for most choices
of cluster threshold (–1 ≤ α0 ≤ 0.6, which corresponds to 6–35% of
background events); and the bridge test does not reject the null for
all examined thresholds –1 ≤ α0 ≤ 1. At the same time, the LS
time‐space test rejects the null (e.g., the median p value falls
below 0.05) already for α0 > 0, which corresponds to over 25%
of background events. This effect has been discussed in the earlier
analysis (Figure 11). The stability analysis is illustrated in Figure
S5.

A declustered version of the Hauksson et al. (2012) catalog that con-
tains 123,275 events withm ≥ 2.0 is available in section S3. There we
report the values of the normalized thresholds αi, which allows one to
obtain various versions of declustering.

7.3. Landers Rupture Zone

Here we examine seismicity around the rupture zone of the 1992
Landers earthquake—the largest event in the Southern California
catalog of Hauksson et al. (2012). We consider earthquakes with m
≥ 0.0, which is definitely below the completeness magnitude. This
choice is intentional—we would like to examine the performance of
the declustering algorithm in a situation of highly nonstationary
background field, in a catalog heavily dominated by clustered events.
The original catalog with 66,682 events (Figures 14a and 14c) shows a
prominent change in space and time intensity of events associated
with the occurrence of the Landers mainshock of 28 June 1992. The
earthquake field before 1992 suggests that the natural background
intensity is higher in the south part of the examined region. A declus-
tered version of the catalog (Figures 14b and 14d) contains 1,671
events making only 2.5% of the original catalog. Importantly, the
algorithm successfully removes the Landers aftershocks and does
not produce space‐time holes in the mainshock vicinity. The test
results summarized in Figure 15 confirm the efficiency of the declus-
tering algorithm in producing a quasi‐stationary and approximately

space‐time independent field of background events even in this complicated situation. The stability analysis
is illustrated in Figure S6.

7.4. Parkfield Region

Here we examine a subcatalog ofWaldhauser and Schaff (2008) for Northern California around the Parkfield
section of San Andreas fault. The original catalog with 8,648 events is illustrated in Figures 16a and 16c. The
catalog has a single moderate earthquake—the Parkfield earthquake of 28 September 2004, m = 6.0, which
produced a large aftershock sequence (Figure 16c). The intensity of events (events per year/km2) in this cat-
alog is much higher than in the other examples considered in this study. More specifically, the overall time
intensity (0.94 events per day) is lower than in the other examined areas; however, the space concentration
of earthquakes, which are confined within a very narrow fault zone, is very high. This is reflected in the dis-
tribution of the nearest‐neighbor proximities, which is shifted toward lower values, and necessitates a cutoff
proximity η0 = 10–2.5, which is lower than η0 = 10–1 that is used in our earlier examples. A declustered cat-
alog is shown in Figures 16b and 16d, and the testing results are shown in Figure 17. Interestingly, the space‐
time independence is not rejected for the entire range of the cluster threshold values –1 ≤ α0 ≤ 1 examined

Figure 9. Declustering results in the global NCEDC catalog, m ≥ 5. Testing
hypothesis about stationarity and space‐time independence of the estimated
background field (see section 5). The analysis uses 500 independent realizations
of declustering at each value of α0. The rest of notations are the same as in
Figure 7.
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Figure 10. Declustering results for SouthernCalifornia,m≥ 2.5, catalog ofHauksson et al. (2012). Cluster threshold α0 = 0. Red circlemarks the earthquakeswithm
≥ 7. (a) Original catalog, map view. (b) Declustered catalog, map view. (c) Original catalog, time‐latitude sequence. (d) Declustered catalog, time‐latitude sequence.
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here (Figure 17d). The rejection of the time stationarity at relatively
small values of α0 by the KS and BZ tests (Figure 17b) is related to
the increase of intensity of low‐magnitude events (m < 1.5) after
2002. This increase can be readily detected by plotting the cumulative
number of events as a function of time; it might reflect preparation
processes that led to the Parkfield mainshock or be an artifact of
event registration. In the context of this study, we emphasize that this
increase is a property of the original catalog and not an artifact of the
declustering procedure. The stability analysis is illustrated in Figure
S7.

8. Discussion

This study develops an approach to earthquake catalog declustering
based on nearest‐neighbor analysis of seismicity in space‐time‐
magnitude domain. The nearest‐neighbor analysis has been used
so far to detect and classify different types of earthquake clusters
and examine statistical properties of the clusters in relation to phy-
sical properties of the lithosphere and anthropogenic forcing (see
section 1). The problem of declustering, albeit closely related to
the problem of cluster identification, has different success metrics
and requires additional efforts. The main challenge is related to
substantial overlap of the space‐time domains of aftershocks and
background. To statistically reconstruct background events that
would have occurred within the aftershock sequences (and other
cluster forms), we use (i) a magnitude‐independent version of the
proximity (1) and (ii) a space‐dependent thinning of most clustered
events (Steps 3 and 4 in section 4.1).

Our approach aims at simplicity and flexibility of practical use. In
short, we quantify the degree of clustering of each earthquake i by
a scalar quantity—the normalized nearest‐neighbor proximity αi of
equation (7), and remove clustered events using a random thin-
ning calibrated by the cluster threshold α0. The algorithm requires
a rough estimation of fractal dimension d of epicenters and an
initial cutoff proximity value η0 to evaluate relative intensity of
background events in different areas. The algorithm is robust with
respect to these two parameters. The cutoff proximity η0 often can

be readily estimated from the bimodal distribution of the nearest‐neighbor proximities {ηi} (see Figure
S8). The declustered catalog is most sensitive to the cluster threshold α0, which directly controls the
number of background events. Importantly, in all examined data sets, the algorithm is able to produce
a stationary declustered field with independent space and time components for sufficiently low values of
α0 (sufficiently low number of background events). Both the stationarity and space‐time independence
are being rejected as α0 increases (at different values of α0 for different catalogs). It is up to the user
to decide how severe a deviation from the null can be tolerated in each specific application. From a
computational point of view, producing alternative realizations of declustering for different values of
α0 is a very fast procedure that does not require reevaluation of the normalized nearest‐neighbor proxi-
mities αi. Oftentimes, selection of a proper threshold α0 can be facilitated by bimodality of the empirical
distribution of the normalized proximities {αi}, although this property is not required.

The problem of earthquake declustering does not have a rigorous mathematical definition, since we
know neither the ground truth about the cluster conditional intensity nor the actual classification of
events into background and clustered (other than in synthetic cases). More elementally, we do not even
know if natural seismicity actually operates in these terms (background, clustered, etc.). At present,
declustering efforts are guided by expert opinion, practical needs, and methods developed in relation

Figure 11. Declustering results for Southern California, m ≥ 2.5, catalog of
Hauksson et al. (2012). Testing hypothesis about stationarity and space‐time
independence of the estimated background field (see section 5). The analysis uses
500 independent realizations of declustering at each value of α0. The rest of
notations are the same as in Figure 7.
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Figure 12. Declustering results for Southern California, m ≥ 3.5, catalog of Hauksson et al. (2012). Cluster threshold α0 = 0.6. Red circle marks the earthquakes
with m ≥ 7. (a) Original catalog, map view. (b) Declustered catalog, map view. (c) Original catalog, time‐latitude sequence. (d) Declustered catalog, time‐latitude
sequence.
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to particular cluster models. Accordingly, we do not attempt to
develop a method with a unique suggested answer. Instead, the
proposed technique allows the user to control the number of back-
ground events in the declustered catalog (via the cluster threshold
α0) while ensuring stability of the relative background intensities
at different locations and filling artificial holes in the vicinity of
the mainshocks. A practical “stopping criterion” can be easily for-
mulated based on the total number of background events (e.g.,
“retain 25% of the catalog”) or test results (e.g., “keep the maximal
number of background events for which the Poisson null is not
rejected”). Such criteria, however, should depend on the catalog
and practical problem at hand; no general rule seems to be avail-
able at the moment. We believe that the proposed adaptive
approach is the best match to the current, incomplete, understand-
ing of earthquake clustering.

Informally, the goal of declustering is understood as identifying
“background” events that would have occurred in the absence of
triggering by other events. Gardner and Knopoff (1974) suggested
that one might think of a catalog as a mixture of two popula-
tions—“aftershock clusters which are not Poissonian, and main
sequence events which may or may not be” (their p. 1363).
Indeed, the aftershock sequences are responsible for the most
notable fluctuations of seismicity rates, which may increase several
orders of magnitude after a large earthquake (e.g., Figure 1),
depending on the range of magnitudes reported in a catalog.
Under this two‐population mixture assumption, the problem of
declustering is reduced to identifying and removing aftershocks—
events triggered by other events. Gardner and Knopoff (1974)
examined several catalogs in Southern California with magnitude

cutoffs mc between 3.8 and 5.3 using a window declustering
approach and found that the resulting catalogs cannot be distin-
guished from a stationary Poisson sequence by a chi‐square test.
This gave an impetus to the perception that a properly declustered
catalog is Poissonian in time. A later important study by
Reasenberg (1985) that used the second‐moment properties of
the earthquake field has found that a declustered catalog with

mc = 4.0 in Southern California is also Poissonian (yet possibly nonhomogeneous) in space. This has
established the commonly accepted null model for declustered seismicity—a Poisson point field that
is stationary in time and inhomogeneous in space.

The recently available high‐quality relocated catalogs (e.g., Hauksson et al., 2012; Waldhauser & Schaff,
2008) allow performing declustering analysis with a much higher range of magnitudes than those con-
sidered by Gardner and Knopoff (1974) or Reasenberg (1985). Such analyses reveal multiple forms of
clustering complementary to mainshock‐aftershock sequences. This notably includes foreshocks,
swarms, and fluctuations of seismic activity at a given location caused by various forcing (e.g., postseis-
mic motion below the seismogenic crust, tidal, seasonal, climatic, and anthropogenic). The increasing
observational evidence cast a doubt on the Poissonian character of a declustered field and suggest recon-
sidering the declustering quality metrics (e.g., Luen & Stark, 2012).

The proposed declustering approach has no assumptions about the expected form of earthquake clusters
(e.g., a Poisson cluster model and Omori‐type clusters) or resulting declustered field (e.g., a stationary
Poisson point process). This being said, the algorithm successfully reconstructs stationary and space‐
time independent background field assumed in a synthetic ETAS catalog (section 6 and Figures 6 and

Figure 13. Declustering results for Southern California, m ≥ 3.5, catalog of
Hauksson et al. (2012). Testing hypothesis about stationarity and space‐time
independence of the estimated background field (see section 5). The analysis uses
500 independent realizations of declustering at each value of α0. The rest of
notations are the same as in Figure 7.
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Figure 14. Declustering results for Landers (1992, M7.3) subcatalog of Hauksson et al. (2012). Cluster threshold α0 = 0.2. Red circle marks the Landers earthquake,
1992, M7.3. (a) Original catalog, map view. (b) Declustered catalog, map view. (c) Original catalog, time‐latitude sequence. (d) Declustered catalog, time‐latitude
sequence.
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7), with the majority of events being correctly identified as
background or clustered (Table 4). The algorithm aims at
preserving the generic space‐time features of the original catalog
—geometry of fault network and relative long‐term rates of
background events (Figure 4). In the global analysis (section 7.1),
the estimated background is stationary and space‐time
independent for up to 25% of events being recognized as
background (Figure 9). In the analysis of Southern California
with a cutoff magnitude mc = 3.5 (section 7.2), the estimated
background is stationary for up to 35% of events being
recognized as background (Figures 13a–13c); the background is
also space‐time independent for up to 25% of events recognized
as background (Figure 13d). These numbers are consistent with
earlier works in Southern California and support the classical
hypothesis about stationary and ST independent background in
catalogs with small‐to‐intermediate range of magnitudes (Δm =
mmax – mmin < 4). However, in the Southern California catalog
with mc = 2.5 (Δm = mmax – mmin = 4.8), the algorithm only
produces a stationary background when keeping less than 5% of
events as background (Figure 11), which is much less than
conventional estimations of the background proportions (~25–
30%). In analysis with 25–30% of events left in the background,
the field is clearly nonstationary, and its time and space
components are dependent (Figure 11). These deviations from
stationarity and space‐time independence can be easily traced
back to the original set of earthquakes; they seem to be intrinsic
features of the recorded earthquake flow (which reflects the
actual physical processes and reporting issues) that should be
preserved in the background field (section 7.2 and Figure 10).
We expect similar properties of recorded data in other
seismogenic regions.

Similar to the nearest‐neighbor cluster detection analysis, the pro-
posed declustering algorithm is robust with respect to catalog loca-
tion uncertainties and magnitude incompleteness. However, one
should be careful when examining catalogs with varying location
errors and completeness levels, which create changes in the back-

ground intensity. The spatial extent of the minimum event used in the nearest‐neighbor analysis should
be larger than the location error, and spatiotemporal variations in the location errors and magnitude of
completeness can produce, if not accounted for, corresponding apparent spatial variations of back-
ground seismicity rate (Zaliapin & Ben‐Zion, 2015). Similarly, increased earthquake rates during the
intervals of decreased completeness magnitude may be confused with clustering and hence lead to
biased results.

The algorithm can be modified in several ways. In some situations, it might be justified to use space‐
dependent initial cutoff proximity η0. Earlier regional and global analyses (Zaliapin & Ben‐Zion,
2013b, 2016a) indicate that the nearest‐neighbor proximity threshold (computed with w = 1) that
separates clustered and background populations varies in space. The nearest‐neighbor proximities for
different values of w (including w = 0) should preserve this space‐dependent variation of background‐
versus‐cluster threshold. These threshold variations, however, are mainly caused by the space‐dependent
proximities within the background mode (reciprocally related to the space‐dependent background
intensity), while the clustered proximities remain approximately constant. This may reflect approximate
similarity of aftershock triggering process in different environments. Our analysis shows that using a
space‐independent cutoff proximity η0 may work well for regional or global analysis with small‐to‐
intermediate range of examined magnitudes, Δm = mmax − mmin < 4. Calculating a space‐varying

Figure 15. Declustering results for Landers (1992, M7.3) subcatalog of Hauksson
et al. (2012). Testing hypothesis about stationarity and space‐time independence
of the estimated background field (see section 5). The analysis uses 500 inde-
pendent realizations of declustering at each value of α0. The rest of notations as in
Figure 7.
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Figure 16. Declustering results for Parkfield (2004, M6) subcatalog of Waldhauser and Schaff (2008). Cluster threshold α0 = 0.0. Red circle marks the Parkfield
earthquake, 2004, M6.0. (a) Original catalog, map view. (b) Declustered catalog, map view. (c) Original catalog, time‐latitude sequence. (d) Declustered catalog,
time‐latitude sequence.
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threshold complicates the algorithm parameterization (due to multiple
decisions and parameters related to space‐dependent analysis) and
increases the processing time. Using a space‐dependent
estimation may be justified if the examined catalog includes areas with
substantially different seismic intensities, for instance, if one examines
a Northern California catalog including the Geysers field or a Central
California catalog including the Long Valley caldera region. In general,
we recommend examining cases with significantly different back-
ground intensities (order of magnitude difference) separately.

Another possible modification is related to a more elaborate thinning pro-

cedure. In particular, the functional dependence of Pback,i on αi, currently
given by equation (8), can be selected in relation to a specific hypothesis
about the nearest‐neighbor proximity of clustered and/or background
events. We provide a background on the distributional properties of the
nearest‐neighbor proximity in section S1.

The stationary time in the randomized‐reshuffled catalogs may be
replaced with a kernel smoothing of the events that satisfy ηi > η0.
This is justified if one expects the background intensity to change in
time, for example, in volcanic areas or in catalogs with changing com-
pleteness level. Furthermore, in cases of a very good separation
between the background and cluster modes (reflected in the well‐
separated modes of the proximity distribution, see Figure S8), one
can replace synthetic times with reshuffling of the observed times inde-
pendent of the reshuffling of event locations.

It is possible to implement an iterative declustering procedure that stops,
for example, when the distribution of the normalized nearest‐neighbor
proximities αi does not significantly deviate from a Weibull distribution
(which indicates absence of clustering). The idea of iterative declustering
has been used by Marsan and Lengline (2008) in a different
statistical framework.

At this stage, it is hard to tell if the increase in complexity related the
abovementioned (and other possible) modifications is justified by a
related increase in declustering quality. This will be explored in
future studies.
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